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Abstract
In modern biomedical classification applications, data are often collected from multiple modalities, ranging from various

omics technologies to brain scans. As different modalities provide complementary information, classifiers using multi-

modality data usually have good classification performance. However, in many studies, due to the high cost of measures,

in a lot of samples, some modalities are missing and therefore all data from those modalities are missing completely. In this

case, the training data set is a block-missing multi-modality data set. In this paper, considering such classification problems,

we develop a new weighted nearest neighbors classifier, called the integrative nearest neighbor (INN) classifier. INN har-

nesses all available information in the training data set and the feature vector of the test data point effectively to predict

the class label of the test data point without deleting or imputing any missing data. Given a test data point, INN deter-

mines the weights on the training samples adaptively by minimizing the worst-case upper bound on the estimation error

of the regression function over a convex class of functions. Our simulation study shows that INN outperforms common

weighted nearest neighbors classifiers that only use complete training samples or modalities that are available in each sam-

ple. It performs better than methods that impute the missing data as well, even for the case where some modalities are

missing not at random. The effectiveness of INN has been also demonstrated by our theoretical studies and a real appli-

cation from the Alzheimer’s disease neuroimaging initiative.
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1 Introduction
Binary classification is a fundamental problem in statistics. Given a training data set, the goal of binary classification is to
build a classifier that can predict the class label y ∈ {0, 1} of a new data point using its feature vector X . It has many
important applications in biomedical research such as cancer diagnosis and medical image classification. With the
advance of science and technology, features in modern biomedical classification applications are often collected from mul-
tiple modalities (sources or types), ranging from microarray gene expression to single nucleotide polymorphism (SNP) chip
array, microRNA expression, DNA methylation, and biomedical images. Since different modalities could provide comple-
mentary information, integrative classifiers using multi-modality data usually deliver better classification performance than
methods that only use features from a single modality. The advantages of integrative classifiers have been demonstrated
empirically and theoretically. For example, as shown in studies about the diagnosis of Alzheimer’s disease,1,2 integrative
classifiers using features from structural magnetic resonance imaging (MRI) for brain atrophy measurement, functional
imaging (e.g. positron emission tomography (PET)) for hypometabolism quantification, and cerebrospinal fluid (CSF)
for quantification of specific proteins, deliver much better classification performance than methods that only use features
from one of those modalities. In a recent theoretical study, Li and Li3 demonstrated that an integrative linear discriminant
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analysis using features from multiple modalities is guaranteed to asymptotically reduce classification error compared with
running linear discriminant analysis on features from each modality individually.

Although the integrative analysis of multi-modality data provides an effective way of pooling complementary informa-
tion, one special challenge for using multi-modality data is to handle missing data, which is prevalent due to some reasons
such as the high cost of measures, patient non-compliance and drop-outs.3–7 In many cases, all features from a certain
modality are missing completely, that is, a complete block of the data is missing. For example, in some genome-wide asso-
ciation studies where we often combine data from multiple studies, subjects in certain studies may have both gene expres-
sion and DNA methylation measurements while subjects in other studies may only have gene expression measurements.5

In the Alzheimer’s disease neuroimaging initiative (ADNI) study (http://adni.loni.ucla.edu/), half of the subjects have both
structural and functional imaging scans while others only have structural imaging scans. In such situations, data are missing
by blocks. They are called block-missing multi-modality data in this paper.

One example of block-missing multi-modality data is shown in the left panel of Figure 1. In this example, features are
collected from three modalities. For i = 1, 2, 3, we have pi features from the ith modality. The blank regions with a ques-
tion mark indicate missing data and the colored regions represent the observed data. For some training data points, features
collected from Modality 2 and/or Modality 3 are missing completely. The training data points are divided into four groups
according to four missing patterns. The number of training data points with complete features, denoted by n1, can be much
smaller than the total number of the training data points n = n1 + n2 + n3 + n4. As we consider the supervised classifica-
tion problem in this paper, we assume that the class label of each training data point is observed. The n-dimensional class
label vector, which is available, is not shown in Figure 1.

In order to use a block-missing multi-modality training data set to build a classifier that can predict the class label of a
test data point with complete features, a common strategy is to use the complete training samples only and classification
methods such as k-NN, logistic regression, and linear discriminant analysis. This strategy can waste a lot of useful infor-
mation, especially when we have a significant amount of incomplete training samples. Moreover, it ignores the sampling
bias when some modalities are missing not at random. Another strategy is to impute the missing features first and then build
classifiers using the imputed training data set. We can impute the missing features with the mean values of the available
observations, the weighted mean values,8 or the conditional expectations based on the expectation–maximization algo-
rithm.9 Some other imputation methods include the matrix completion method incorporating the soft-thresholded singular
value decomposition10,11 and methods utilizing the random forest algorithms.12–14 These imputation methods are generally
effective when the positions of the missing data are random, but they can be unstable when data are missing in blocks. In
the past several years, motivated by applications in genomic data integration, Cai et al.5 proposed a framework of structured
matrix completion to impute block-missing multi-modality data. Their proposed method can be used in the case where
features are collected from two modalities. Xue and Qu7 proposed a multiple block-wise imputation (MBI) approach.
The effectiveness of MBI has been demonstrated in the linear regression setting. It is not clear whether a two-step
method, which uses MBI to impute the block-missing multi-modality data first and then build a classifier using the
imputed data, is effective for classification problems.

Figure 1. An example of block-missing multi-modality data with three modalities.
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Besides the above methods, there are a few integrative classification methods that utilize all available information in the
block-missing multi-modality data without deleting or imputing missing data. For example, Yuan et al.2 proposed the
incomplete multi-source feature learning (IMSF) method. IMSF formulates the prediction problem as a multi-task learning
problem by first decomposing the prediction problem into a set of classification tasks (one for each missing pattern), and
then building linear classifiers for all tasks simultaneously. Xiang et al.15 introduced an incomplete source-feature selection
(ISFS) method which performs simultaneous feature-level and modality-level analysis. ISFS can be considered as a con-
strained version of IMSF. Recently, Li and Li3 proposed an integrative linear discriminant analysis method. To the best of
our knowledge, most existing integrative classification methods focus on parametric models for block-missing multi-
modality data. They assume either certain parametric distribution of the data or certain forms of decision boundaries.
These parametric models are of limited use in applications where little knowledge of the data generation process is avail-
able a priori. For multi-modality data, as different modalities and the class label are often associated in different ways, it is
difficult to assume a reasonable parametric model. In comparison, non-parametric models are usually more flexible in
accommodating different data structures. There is a pressing need for the development of flexible non-parametric classi-
fication methods for block-missing multi-modality data.

For classification problems with a complete training data set, there is an extensive literature on non-parametric methods
(see, e.g. the book16 and the references therein). With the flexibility and computational efficiency, k-nearest neighbor
(k-NN) is one of the most popular non-parametric classifiers. Stone17 and Devroye et al.18 have shown that k-NN is uni-
versally consistent if we let k grow with the sample size n and k/n converge to zero. Some recent studies on weighted
nearest neighbors classifiers19–25 indicate that the classification performance of k-NN can be further improved by using
decreasing weights on the successively more distant neighbors and/or choosing the number of nearest neighbors adaptively
according to the density of the feature vector. Among those weighted nearest neighbors classifiers, the k∗-nearest neighbor
(k∗-NN) classifier proposed by Anava and Levy21 is perhaps the most flexible one. It adaptively determines both the
number of nearest neighbors k and the weights on those nearest neighbors. For each test data point x0, the weight
vector in the k∗-NN is calculated by minimizing an upper bound of the estimation error of the regression function η(x) =
P(y = 1 ∣ X = x) at x0. The effectiveness of k∗-NN has been demonstrated empirically on many benchmark data sets,
showing superior performance over the standard k-NN classifier.

In this paper, motivated by the idea of k∗-NN and the minimax affine estimator introduced by Dohono26 for the esti-
mation of the regression function, we develop a new weighted nearest neighbor classifier, called the integrative nearest
neighbor (INN) classifier, for binary classification problems with a block-missing multi-modality training data set. INN
does not delete or impute any missing data. It is a plug-in classifier that uses all available information to estimate the regres-
sion function η(x). For a test data point x0, the proposed INN estimate of η(x0) is a weighted average of the class labels (0 or
1) of training data points, where the weights on the class labels are determined by minimizing the worst-case upper bound
on the estimation error of η(x0) over a convex class of functions. The corresponding optimization problem is a convex
minimization problem which can be solved efficiently by an iteration algorithm. Our proposed INN classifier harnesses
all available information in the block-missing multi-modality training data and the feature vector of the test data point
effectively to estimate the regression function and predict the class label. It can deliver better classification performance
than methods that only use complete training samples or modalities that are available in each sample. In addition, for dif-
ferent test data points, INN uses adaptive number of nearest neighbors and weights. It can outperform many existing
weighted nearest neighbor classifiers that use the same weight vector for all test data points. The effectiveness of INN
has been demonstrated by our theoretical studies, simulated examples, and a real application from the Alzheimer’s
Disease Neuroimaging Initiative. The comparison between INN and methods that impute the missing data also indicates
the advantages of INN.

The rest of this paper is organized as follows. In Section 2, we introduce the statistical setting and our proposed INN
classifier. In Section 3, we show some theoretical properties of INN. In Sections 4 and 5, we demonstrate the effect-
iveness of INN using simulated examples and the ADNI data set, respectively. We conclude this paper in Section 6 and
provide all technical proofs in the Appendix. Some additional simulation studies are shown in the Supplemental
Material. The notations in this paper are defined as follows. We use bold upper case letters to denote matrices. For
a n × p matrix X, we use XT to denote its transpose, and xTi and Xj to denote its i-th row and jth column, respectively.
For a set S = {j1, j2, , js}, we use |S| to denote the number of elements in the set S and Sc to denote the complement of
S. For a vector xi = (xi1, xi2, , xip)T , we use xi,S to denote the sub-vector (xij1 , xij2 , , xijs )

T . We write xi ≥ 0 if xij ≥ 0 for
each j. In addition, we denote the ℓ2-norm of a vector x as ‖x‖2. For a random sample θ1, θ2, , θn, let θ(1), θ(2), , θ(n)
denote a permutation of θ1, θ2, , θn such that θ(1) ≤ θ(2) ≤ ... ≤ θ(n). We denote I {·} as the indicator function, and 1
as the vector of 1’s.
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2 Statistical setting and methodology

2.1 Statistical setting
Consider the binary classification problem with the class label y ∈ {0, 1} and the p-dimensional feature vector X collected
from K modalities. Assume that there are pk features from the kth modality. The feature vector X is assumed to be sampled
from a multivariate distribution PX with support Ω, and its label y is 1 with probability η(X ) and 0 with probability
1− η(X ). Furthermore, we assume that each modality can be missing. The mechanism of missingness can be missing com-
pletely at random (MCAR), missing at random (MAR), or missing not at random (MNAR).27 If the kth modality is missing,
all pk features from that modality are missing completely.

Our goal is to build a classifier that can predict the class label y ∈ {0, 1} when all p features collected from K modalities
are observed. If the regression function η(X ) is known, we can use the Bayes classifier

Φ∗(X ) = I{η(X )≥1/2},

which is the theoretically optimal classifier that minimizes the misclassification error rate. In practice, η(X ) is often unknown, but
we have access to n training samples {(xi, yi) : i = 1, 2, , n} generated from the above model. As each modality of each training
sample can be missing, we use γik to denote the missingness indicator for the kth modality of the ith training sample, where γik =
1 when the modality is observed, and 0 otherwise. Let γi = (γi1, γi2, , γiK )

T ∈ RK and Γ = (γ1, γ2, , γn)T ∈ Rn×K . The feature
matrix of the training data, denoted by X = (x1, x2, , xn)T ∈ Rn×p, is a block-missing multi-modality data set as shown in
Figure 1. Since we consider the supervised classification problem here, we assume the class labels of all training samples are
available. Denote the class label vector of the training data as y = (y1, y2, , yn)T .

As there are K modalities in total and each modality can be missing, there are 2K − 1 missing patterns with at least one
observed modality theoretically. For m = 1, 2, , 2K − 1, we use Sm to denote the index set of the observed features in the
mth missing pattern. Without loss of generality, we assume that only the firstM missing patterns appear in the training data
set. In practice, M can be much smaller than 2K − 1. According to the missing pattern of the feature vector, we can divide
the n training samples into M groups. For each m ∈ {1, 2, , M}, let sm = |Sm|, and nm denote the number of training
samples in the mth group. For 1 ≤ i ≤ nm, let x

[m]
i ∈ R p, x[m]i,Sm

∈ R|Sm|, and y[m]i denote the vector of all features, the
vector of the observed features, and the class label of the ith training sample in the mth group, respectively. In addition,
let y[m] = (y[m]1 , y[m]2 , , y[m]nm

)T , X[m] = (x[m]1 , x[m]2 , , x[m]nm
)T , and X[m]

Sm
= (x[m]1,Sm

, x[m]2,Sm
, , x[m]nm,Sm

)T . We can use the example
shown in Figure 1 to understand these notations. The feature matrix X shown in the left panel of Figure 1 are partitioned
into four groups according to four different missing patterns (M = 4). We have S1 = {1, 2, ..., p1 + p2 + p3},
S2 = {1, 2, ..., p1 + p2}, S3 = {1, 2, ..., p1, p1 + p2 + 1, ..., p1 + p2 + p3}, and S4 = {1, 2, ..., p1}. As shown in the
right panel of Figure 1, the n2 × (p1 + p2 + p3) matrix X[2] denotes the matrix of all features of the training samples in
Group 2. The n2 × (p1 + p2) matrix X[2]

S2
denotes the matrix of the observed features of the training samples in Group 2,

and x[2]2,S2
denotes the vector of the observed features of the second training sample in Group 2.

2.2 Method
Given a block-missing multi-modality training data set {(X[m]

Sm
, y[m])}Mm=1 and a test data point x0 ∈ R p, we will develop a

plug-in classifier,Φn(x0) = I{η̂(x0)≥1/2}, which mimics the Bayes classifier by using an estimator of the regression function
η(x0) = P(y = 1 ∣ X = x0). Note that if the features in the test data point x0 are collected from K ′ modalities only where
K ′ < K , we can still use our following proposed method and the block-missing multi-modality training data collected from
those K ′ modalities to build an applicable classifier. Therefore, without loss of generality, we assume that all p features in
the test data point x0 are available.

We consider an estimator of η(x0) as a weighted average of the training labels with the following format

η̂(x0) =
∑M
m=1

∑nm
i=1

ω[m]
i y[m]i , (1)

where
∑M

m=1

∑nm
i=1 ω

[m]
i = 1 and ω[m]

i ⩾ 0 for each 1 ≤ m ≤ M and 1 ≤ i ≤ nm. To obtain a good weight vector

ω = (ω[1]
1 , ω[1]

2 , ..., ω[1]
n1
, ω[2]

1 , ω[2]
2 , ..., ω[M ]

nM
)T , we consider minimizing the estimation error |η̂(x0)− η(x0)|, that is,

solving the following minimization problem

min
ω

|η̂(x0)− η(x0)| s.t. ω ≥ 0and
∑M
m=1

∑nm
i=1

ω[m]
i = 1. (2)
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However, due to the unknown η(x0), we cannot solve the above optimization problem directly. Motivated by the
idea of k∗-NN and the minimax affine estimator introduced by Donoho26 for the estimation of the regression function,
we assume that the regression function η(x0) is known to lie in a convex function class. Then, for each x0, we propose
to learn the weight vector ω by minimizing the worst-case upper bound of |η̂(x0)− η(x0)| over the convex function
class.

To that end, for each 1 ≤ m ≤ M , we define ηm(x) = P(y = 1 ∣ XSm = xSm ). We can show that
ηm(x) = E(η(X ) ∣ XSm = xSm ). For any τ = (τ1, τ2, , τM ) ≥ 0 and L > 0, let F (τ, L) denote the set of functions f :Ω →
R which satisfies |E(f (X )|XSm = xSm )− f (x0)| ≤ τm + L‖xSm − x0,Sm‖2 for each x, x0 ∈ Ω and m ∈ {1, 2, , M}.
We assume that η(x) ∈ F (τ∗, L∗), where τ∗ = (τ∗1, τ

∗
2, , τ

∗
M ) ≥ 0 and L∗ > 0. We can check that F (τ∗, L∗) is a

convex function class. In addition, we can show that the assumption η(x) ∈ F (τ∗, L∗) is satisfied when the regression
function η(x) is Lipschitz continuous and there is no missing data (that is, M = 1 and S1 = {1, 2, ..., p}). Therefore,
the condition η(x) ∈ F (τ∗, L∗) can be considered as a generalized Lipschitz condition for the block-missing multi-
modality data.

Next, we derive the worst-case upper bound of |η̂(x0)− η(x0)| over the convex function class F (τ∗, L∗). To obtain that,
we firstly decompose (2) as follows

η̂ x0( ) − η x0( )∣∣ ∣∣ = ∑M
m=1

∑nm
i=1

ω[m]
i y[m]i − η x0( )

∣∣∣∣∣
∣∣∣∣∣

⩽
∑M
m=1

∑nm
i=1

ω[m]
i y[m]i − ηm(xi)

( )∣∣∣∣∣
∣∣∣∣∣︸�����������������︷︷�����������������︸

:=P1

+
∑M
m=1

∑nm
i=1

ω[m]
i ηm(xi)− η(x0)

( )∣∣∣∣∣
∣∣∣∣∣︸�����������������︷︷�����������������︸

:=P2

.

We consider the case where the weight vector ω only depends on the observed features {X[m]
Sm

}Mm=1 of the training data and

the test data point x0. In addition, we assume that y1, y2, , yn are conditionally independent given {X[m]
Sm

}Mm=1 and the

missing data indicator matrix Γ. As |y[m]i − ηm(xi)| ≤ 1, by the Hoeffding’s inequality, we can show that for any t0 > 0,

P P1 ≥ t0‖ω‖2 ∣ x0, {X[m]
Sm

}Mm=1, Γ
( )

≤ 2 exp (− t20/2).

In addition, according to the assumption that η(x) ∈ F (τ∗, L∗), we have

P2 ≤
∑M
m=1

∑nm
i=1

ω[m]
i τ∗m + L∗‖x[m]i,Sm

− x0,Sm‖2
( )

.

Hence, with probability at least 1− 2 exp (− t20/2), the worst-case estimator error supη∈F (τ∗,L∗) |η̂(x0)− η(x0)| can be
bounded by

t0‖ω‖2 +
∑M
m=1

∑nm
i=1

ω[m]
i τ∗m + L∗‖x[m]i,Sm

− x0,Sm‖2
( )

. (3)

Therefore, we propose to learn the weight vectorω by minimizing the above worst-case upper bound, equivalently, solving
the following minimization problem

min
ω

{
‖ω‖ +

∑M
m=1

∑nm
i=1

ω[m]
i · L̃‖x[m]i,Sm

− x0,Sm‖2 + τ̃m
( )}

s.t. ω ≥ 0 and
∑M
m=1

∑nm
i=1

ω[m]
i = 1,

(4)

where L̃ = L∗/t0 and τ̃m = τ∗m/t0. In practice, as we do not know L̃ or τ̃m’s, we can consider them as tuning parameters. An
independent validation data set or cross-validation techniques can be used to choose the values of these parameters. We
only need to tune t0 if we know τ∗ and L∗.

Yu and Hou 5



The minimization problem (4) is a convex optimization problem. We adopt the algorithm shown in Anava and Levy21 to
obtain the exact solution of (4). Let ω̂ = (ω̂[1]

1 , ..., ω̂[1]
n1
, ..., ω̂[M ]

1 , ..., ω̂[M ]
nM

)T denote the solution of (4). Our proposed INN
classifier is

Φn(x0) = 1 if η̂(x0) =
∑M

m=1

∑nm
i=1 ω̂

[m]
i y[m]

i ≥ 1
2 ,

0 otherwise.

{

The details of INN classifier are shown as follows.
Since different modalities and the class label are often associated in different ways, it is difficult to assume a reasonable

parametric model for the multi-modality data. As a non-parametric classifier, INN does not assume any specific structure of
the regression function or shape of the decision boundary. It is appropriate for classification problems with features col-
lected from multiple modalities. In addition, as shown in step 4, since both α[m]i and λk depend on x0, INN uses adaptive
numbers of nearest neighbors as well as weights for different test data points. It is more flexible than some existing
weighted nearest neighbor classifiers such as k-NN, optimal weighted nearest neighbor classifier,19 and the sliced
k-NN20 that use either a fixed number of nearest neighbors or a fixed weight vector. The proposed INN classifier includes
the k∗-NN classifier21 for complete data sets as a special case. INN incorporates all available information in the
block-missing multi-modality training data and the feature vector of the test data point effectively to estimate the regression
function and predict the class label. It does not delete or impute any missing data. Next, we will demonstrate the effect-
iveness of INN by both theoretical and numerical studies.

3 Theoretical study
In this section, we establish the theoretical guarantee of INN. We assume that the underlying regression function
η(x) ∈ F (τ∗, L∗), where τ∗ = (τ∗1, τ

∗
2, , τ

∗
M ) ≥ 0 and L∗ > 0. In order to evaluate whether INN can utilize incomplete

samples, we assume the missing data indicator matrix Γ is given and therefore the number of samples with different
missing patterns, denoted by n1, n2, , nM , are known.

We will first study how the parameter t0 determines the number of nearest neighbors used in the INN classifier. Then, we
show that the proposed INN classifier agrees with the optimal Bayes classifier with high probability for each test data point
x0 ∈ Ωϵ = {x : |η(x)− 1/2| ≥ ϵ}, where ϵ ∈ (0, 1/2). For m = 1, 2, ..., M and i = 1, 2, ..., nm, define

β[m]i = L∗‖x[m]i,Sm
− x0,Sm‖2 + τ∗m.

Let β(1), β(2), , β(n) be a permutation of β[m]i ’s such that β(1) ≤ β(2) ≤ ... ≤ β(n). For each x0 ∈ Ωϵ and m = 1, 2, ..., M ,

define F [m]
x0 (t) = P(‖xi,Sm − x0,Sm‖ ⩽ t ∣ x0, Γ). In addition, define N (x0) =

∑M
m=1 nmF

[m]
x0 ((ϵ− τ∗m)/L

∗).
Our following Proposition 1 shows how the parameter t0 determines the number of nearest neighbors kx0 used in the

INN classifier for the test data point x0.

Proposition 1 Let kx0 denote the number of positive ω̂[m]
i ’s for the test data point x0. We have

(a) kx0 = 1 if and only if t0 ≤ β(2) − β(1).
(b) kx0 = k + 1 if and only if ��������������������∑k

i=1

(β(k+1) − β(i))
2

√√√√ < t0 ≤
��������������������∑k+1

i=1

(β(k+2) − β(i))
2

√√√√ ,

where 1 ≤ k ≤ n− 2.

(c) kx0 = n if and only if t0 >
��������������������∑n−1

i=1 (β(n) − β(i))
2

√
.

Proposition 1 indicates that the number of nearest neighbors used in INN for the test data point x0 increases from 1 to n
as t0 increases from 0 to the infinity. The proposed INN classifier is equivalent to the 1 nearest neighbor classifier when
t0 ≤ β(2) − β(1). When t0 is sufficiently large, INN is similar to the n nearest neighbor classifier where the weight of each
training data point is about 1/n. In our proposed INN classifier, we assume that t0 does not depend on x0. As all β

[m]
i ’s

depend on the test data point x0, the numbers of nearest neighbors used in INN are still different for different test data
points although we use a common t0.
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Similar to many existing nearest neighbor based classifiers,19,20,23 the property of INN depends on the bound on the
distance between x0 and its nearest neighbors. For the block-missing multi-modality data considered in this paper, β(k)
can be viewed as the distance between the test data point x0 and its kth nearest neighbor in the block-missing multi-
modality training data set. Our following Proposition 2 provides a high probability bound on β(k).

Proposition 2 Suppose that β[m]i ’s are conditionally independent given the test data point x0 and the missing data indicator
matrix Γ. For any ϵ > 0, x0 ∈ Ωϵ and positive integer k ≤ N (x0)/2, we have

P(β(k) > ϵ ∣ x0, Γ) ≤ exp (− 3k/14).

Next, we establish the theoretical guarantee of INN by showing its point-wise agreement with the Bayes classifier.

Theorem 1 Consider a fixed test data point x0 ∈ Ωϵ = {x : |η(x)− 1/2| ≥ ϵ}, where ϵ ∈ (0, 1/2). Let δ ∈ (0, 1) be a prob-
ability tolerance and choose t0 =

������������
2 log (4/δ)

√
, L̃ = L∗/t0, τ̃ = τ∗/t0 in INN. Suppose the following assumptions hold:

A1. The regression function η(x) ∈ F (τ∗, L∗), where τ∗ = (τ∗1, τ
∗
2, , τ

∗
M ) ≥ 0 and L∗ > 0.

A2. The class labels y1, y2, , yn are conditionally independent given {X
[m]
Sm

}Mm=1 and the missing data indicator matrix Γ.
The distances β[m]i ’s are conditionally independent given the test data point x0 and the missing data indicator matrix Γ.
A3. For any positive integer k ≥ 5 log (4/δ), we have

E exp −
∑k−1

i=1

(β(k) − β(i))
2

2

( )
∣ x0, Γ

( )
≤ δ2

16
.

If the number of training data points with different missing patterns satisfy

N x0( ) =
∑M
m=1

nmF
[m]
x0

(
ϵ− τ∗m
L∗

) ≥ 10 log (
4

δ
),

then we have

P(Φn(x0) = Φ∗(x0) ∣ x0, Γ) ≥ 1− δ.

Note that Assumption A1 can be considered as a generalized Lipschitz condition on the regression function for the
block-missing multi-modality data. When this assumption holds, we can estimate η(x0) from those of the neighbors of
x0 where we can use β[m]i ’s to measure the distances between x0 and all training data points in the block-missing multi-
modality data set. Similar smoothness conditions28,20,23 on the regression function have been widely used for non-
parametric regression and classification problems with a complete training data set.

Assumption A2 is a condition on the missing data mechanism. It is a weak condition which can hold when modalities
are missing completely at random, missing at random, or missing not at random. For example, consider a binary classifi-
cation problem where features are collected from two modalities and there is only one feature from each modality. Suppose
these two features are independent, each follows the uniform distribution U [0, 1], and P(yi = 1 ∣ x = xi) = (xi1 + xi2)/2.
In addition, assume that the first feature is always observed and the second feature is MCAR, that is,P(γi2 = 1 ∣ yi, xi) = ρ,
where ρ ∈ (0, 1) is a constant. Suppose that there are n training samples generated independently by the above model.
Without loss of generality, assume that the first n1 samples are complete. Then, we have M = 2, S1 = {1, 2},
S2 = {1}, η1(xi) = (xi1 + xi2)/2, and η2(xi) = E((xi1 + xi2)/2 ∣ xi1) = (2xi1 + 1)/4. We can check that both
Assumptions A1 and A2 hold. These two assumptions also hold when the second feature is MAR (e.g.
P(γi2 = 1 ∣ yi, xi) = I {xi1<0.5}) or MNAR (e.g. P(γi2 = 1 ∣ yi, xi) = I{xi2<0.5}).

Assumption A3 is a technical condition that guarantees that INN will not use too many nearest neighbors for x0 with
high probability. When A3 holds, we can check that with probability at least 1− δ/4, the number of nearest neighbors used
in INN for the test data point x0 is less than 5 log (4/δ).

Theorem 1 indicates that under some assumptions, our proposed INN classifier agrees with the optimal Bayes classifier
with high probability as long as N (x0) is large enough. For the classification problem with a complete training data set,
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similar theoretical results for some non-parametric classifiers such as k-NN and the fixed-radius nearest neighbor classifier
have been shown in Chen and Shah.29 As far as we know, there is no existing similar result for non-parametric classifiers
learned from a block-missing multi-modality training data set.

The quantity N (x0) in Theorem 1 can be viewed as the number of samples in the block-missing multi-modality training
data set that are effectively utilized by INN. The contribution of the data with the mth missing pattern is
nmF [m]

x0
((ϵ− τ∗m)/L

∗), which depends on the sample size nm, the difference between ηm(X ) and η(X ), and the distribution
of the feature vector. If we only use complete samples (suppose they are in Group 1) to build the INN classifier, only
n1F [1]

x0 ((ϵ− τ∗1)/L
∗) samples are effectively utilized, which can be much smaller than N (x0) in many cases, especially

when the percentage of complete samples is low. Therefore, Theorem 1 not only provides the theoretical guarantee of
INN but also shows that INN can effectively incorporate incomplete samples in the block-missing multi-modality training
data set.

In Theorem 1, we can also choose L̃ = L/
������������
2 log (4/δ)

√
and τ̃ = τ/

������������
2 log (4/δ)

√
where L ≥ L∗ and τ ≥ τ∗. However, we

need to guarantee that

Ñ x0( ) =
∑M
m=1

nmF
[m]
x0 (

ϵ− τm
L

) ≥ 10 log (
4

δ
).

If L is much greater than L∗ or τm is much greater than τ∗m for each m, then Ñ (x0) will be a relatively small number and thus
we can only consider a relatively large probability tolerance δ such that the above condition is satisfied. Therefore, in this
case, we can only guarantee that the proposed INN classifier agrees with the Bayes classifier with a relatively small prob-
ability. Our simulation results shown in Section 4 in the Supplemental Material also indicate that INN can perform well
when we use relatively large values for L̃ and τ̃. However, INN can lose performance if we choose too large values for
L̃ and τ̃.

4 Simulation study
In this section, we evaluate the effectiveness of INN using simulated examples. We study nine examples, including seven
examples with features collected from two modalities and two examples with features collected from three modalities. In
each example, to guarantee that at least one modality is available, we assume the first modality is always observed while the
other modalities can be missing. Two missing mechanisms, MCAR and MNAR, are considered in each example.

We compare the empirical misclassification error rate (multiplied by 100) of INN with those of (1) kNN-C: the standard
k-NN classifier only using the complete data; (2) k∗NN-C: the k∗-NN classifier only using the complete data; (3) kNN-1:
the standard k-NN classifier only using the data fromModality 1; (4) k∗NN-1: the k∗-NN classifier only using the data from
Modality 1; (5) kNN-Mean: the standard k-NN classifier using the imputed data set in which the missing features are
imputed by the mean imputation method; (6) k∗NN-Mean: the k∗-NN classifier using the imputed data set in which the
missing features are imputed by the mean imputation method; (7) kNN-RF: the standard k-NN classifier using the
imputed data set in which the missing features are imputed by the random forest algorithm in the randomForest R
package30; (8) k∗NN-RF: the k∗-NN classifier using the imputed data set in which the missing features are imputed by
the random forest algorithm.

We first consider seven examples with features collected from two modalities. In each example, we set p1 = p2 = 20.
Features from Modality 1 are always observed while features from Modality 2 can be missing. Therefore, we haveM = 2,
S1 = {1, 2, ..., 40}, and S2 = {1, 2, ..., 20}. To generate a block-missing multi-modality training data set, we obtained a
complete data set first and then used a MCAR or MNAR model to generate missing data. In each example, when we used
the MCAR model, we set P(γi2 = 1) = ρ. When we used the MNAR model, we set
P(γi2 = 1 ∣ xi, yi) = 1−Φ(a · (xi,A2 − c)T (xi,A2 − c)− b), where Φ(·) is the cumulative distribution function of the stand-
ard normal distribution and the set A2 = {p1 + 1, p1 + 2, ..., p1 + p2}. The parameters a, b, and the vector c were chosen
such that the percentage of complete samples in the MNAR case was around ρ for comparison purpose. The details of these
seven examples are shown as follows.

Example 1: All features of samples in Class 1 and Class 0 are generated independently from N (− 0.3, 1.52) and
N (0.3, 1.52), respectively. For the MCAR case, we set ρ = 0.4. For the MNAR case, we set a = −1, b = −50, and c =
0 such that the percentage of complete samples is about 40%.
Example 2: Feature vectors of samples in Class 1 and Class 0 are generated from Multivariate Normal (μ1, σ

2Σ) and
Multivariate Normal (μ2, σ

2Σ), respectively, where μ1 = (− 0.3, . . . , − 0.3)T , μ2 = (0.3, . . . , 0.3)T , and σ = 2.
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The matrix Σ = A⊗ B, where A is a 2 × 2 matrix with off-diagonal elements as 0.2 and the diagonal elements as 1, and
B is a matrix with the off-diagonal elements as 0.5 and the diagonal elements as 1. For the MCAR case, we set ρ = 0.4.
For the MNAR case, we set a = 0.01, b = 1.3, and c = 0.
Example 3: This example is almost the same as Example 2. We only change the matrix B to be a matrix where the
element in the ith row and jth column is 0.5|i−j|.
Example 4: All features of samples in Class 1 are generated independently from N (− 0.3, 1.52). All features of samples
in Class 0 are generated independently from the t-distribution with 6 degrees of freedom and the noncentral parameter as
0.4. For the MCAR case, we set ρ = 0.4. For the MNAR case, we set a = 0.01, b = 0.2, and
c = (0.161, 0.161, ..., 0.161)T .
Example 5: Feature vectors of samples in Class 1 and Class 0 are generated from Multivariate Normal (μ1, σ

2Σ1) and
Multivariate Normal (μ2, σ

2Σ2), respectively, where μ1 = (− 0.3, . . . , − 0.3)T , μ2 = (0.3, . . . , 0.3)T , and σ = 2. The
matrices Σ1 = A⊗ B1 and Σ2 = A⊗ B2, where A is a 2 × 2 matrix with off-diagonal elements as 0.2 and the diagonal
elements as 1, B1 is a matrix with the off-diagonal elements as 0.5 and diagonal elements as 1, and B2 is a matrix with
the element in the ith row and jth column as 0.5|i−j|. For the MCAR case, we set ρ = 0.4. For the MNAR case, we set
a = 0.01, b = 1.3, and c = 0.
Example 6: Feature vectors of samples in Class 1 and Class 0 are generated from Multivariate Laplace (μ1, σ

2Σ1) and
Multivariate Laplace (μ2, σ

2Σ2), respectively, where μ1 = (− 0.3, . . . , − 0.3)T , μ2 = (0.3, . . . , 0.3)T , and σ = 2. We
set Σ1 = A⊗ B1, Σ2 = A⊗ B2, where A is a 2 × 2 matrix with off-diagonal elements as 0.2 and diagonal elements as 1,
B1 is a matrix with the off-diagonal elements as 0.5 and diagonal elements as 1, and B2 is a matrix with the element in
the ith row and jth column as 0.5|i−j|. For the MCAR case, we set ρ = 0.4. For the MNAR case, we set a = 0.01,
b = 1.3, and c = 0.
Example 7: All features of samples in Class 1 and Class 0 are generated independently from N (− 0.3, 1.52) and
N (0.3, 1.52), respectively. In this example, we consider different scenarios with different percentages of complete
samples. For the MCAR case, we consider different values of ρ in the set {0.1, 0.3, 0.5, 0.7, 0.9}. For the MNAR
case, we set a = 0.01, c = 0, and different values of b in the set {1.6, 1.1, 0.5, 0, − 0.8}.

In each experiment, we generated a training data set with 100 samples and an independent validation data set with
200 complete samples. The validation data set was used to choose all tuning parameters. As samples in Group 1 were
complete, we fixed τ̃1 = 0 in our proposed method. We considered 10 values of L̃ in
{0.0005, 0.001, 0.005, 0.01, 0.05, 0.1, 0.5, 1, 5, 10}, and 20 values of τ̃2 in [0.01, 1). For all k-NN methods (kNN-C,
kNN-1, kNN-Mean, and kNN-RF), we considered 10 values of the number of nearest neighbors in {1, 2, . . . , 10}. For
all k∗-NN methods (k∗NN-C, k∗NN-1, k∗NN-Mean, and k∗NN-RF), similar to Anava and Levy’s tuning method,21 we
considered different values of the tuning parameter in {0.001, 0.005, 0.01, 0.05, 0.1, 0.5, 1, 5, 10}. After choosing
those tuning parameters, we used an independent test data set with 500 complete samples to compute the empirical mis-
classification error rates (multiplied by 100) of different methods.

Note that Example 1 is a simple setting with independent normally distributed features. Examples 2 and 3 explore the
cases with correlated features. Two different correlation structures are considered. Example 4 is used to evaluate whether
our proposed INN classifier can perform well when the distributions of some features have heavy tails. Examples 5 and 6
together explore the performance of different methods when the feature vectors of samples in different classes follow dif-
ferent multivariate distributions. For these six examples, we generated the box plots of the empirical misclassification error
rates (multiplied by 100) of different methods using our simulation results from 50 experiments. The box plots of Examples
1 to 6 are shown in Figures 2 to 7, respectively.

As shown in Figures 2 to 7, INN outperforms all competitors in both the MCAR and MNAR cases of Examples 1 to
6. Theoretically, our proposed INN classifier is the same as k∗NN-C when we only use complete training samples, and it is
the same as k∗NN-1 when we only use the data from Modality 1. The comparison between INN and k∗NN-C, k∗NN-1 in
the above six examples indicates that our proposed INN classifier can utilize all available information in the block-missing
multi-modality training data set effectively and therefore could deliver a lower missclassification error rate than methods
that only use complete training samples or modalities that are available in each sample. As k∗-NN is more flexible than the
standard k-NN by using different weight vectors for different test data points, in most cases, k∗NN-C, k∗NN-1,
k∗NN-Mean, and k∗NN-RF perform better than kNN-C, kNN-1, kNN-Mean, and kNN-RF, respectively. We can also
observe that except for Example 4, kNN-Mean and kNN-RF that use an imputed training data set do not perform better
than kNN-C which only uses complete samples. However, in many cases, k∗NN-Mean and k∗NN-RF perform better
than k∗NN-C. Although it is generally difficult to handle missing not at random data, the above numerical results indicate
that INN can make use of the block-missing multi-modality data effectively to build a better classifier in some cases where
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modalities are missing not at random. The results in the MCAR case and the MNAR case of these simulated examples look
similar to some extent. One possible reason is that we control the proportion of missing data carefully such that we have
similar amount of missing data in the MCAR case and the MNAR case.

Example 7 is similar to Example 1. We consider different scenarios with different percentages of complete samples.
This example is used to investigate the effect of the percentage of missing data. The average empirical misclassification
error rates (multiplied by 100) of different classifiers in different scenarios based on 50 experiments are shown in
Figure 8. We can observe that except for kNN-1 and k∗NN-1 that only use all the data from Modality 1, all other classifiers

Figure 2. Box plots of the empirical misclassification error rates (multiplied by 100) of four classifiers based on k-NN, four classifiers

based on k∗-NN, and the proposed INN classifier: (a) MCAR case of Example 1 and (b) MNAR case of Example 1. k-NN: k-nearest
neighbor; INN: integrative nearest neighbor; MCAR: missing completely at random; MNAR: missing not at random.

Figure 3. Box plots of the empirical misclassification error rates (multiplied by 100) of four classifiers based on k-NN, four classifiers

based on k∗-NN, and the proposed INN classifier: (a) MCAR case of Example 2 and (b) MNAR case of Example 2. k-NN: k-nearest
neighbor; INN: integrative nearest neighbor; MCAR: missing completely at random; MNAR: missing not at random.

Figure 4. Box plots of the empirical misclassification error rates (multiplied by 100) of four classifiers based on k-NN, four classifiers

based on k∗-NN, and the proposed INN classifier: (a) MCAR case of Example 3 and (b) MNAR case of Example 3. k-NN: k-nearest
neighbor; INN: integrative nearest neighbor; MCAR: missing completely at random; MNAR: missing not at random.
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deliver decreasing misclassification errors as the percentage of complete samples increases. In all scenarios, our proposed
INN classifier performs best. Compared with the methods only using complete samples (kNN-C and k∗NN-C), INN has
greater improvement in the classification performance when we have fewer complete samples. Although they use the same
imputed data set, k∗NN-Mean and k∗NN-RF seem to utilize the imputed data more effectively than kNN-Mean and
kNN-RF. One possible reason is that the missing data imputation makes the distribution of the feature vector be more non-
uniform (different regions have very different densities), and therefore it is more important to use flexible number of nearest
neighbors for test data points in different regions. For all these simulated examples with two modalities, the average com-
putation time of our proposed INN method is about 2s.

Figure 5. Box plots of the empirical misclassification error rates (multiplied by 100) of four classifiers based on k-NN, four classifiers

based on k∗-NN, and the proposed INN classifier: (a) MCAR case of Example 4 and (b) MNAR case of Example 4. k-NN: k-nearest
neighbor; INN: integrative nearest neighbor; MCAR: missing completely at random; MNAR: missing not at random.

Figure 6. Box plots of the empirical misclassification error rates (multiplied by 100) of four classifiers based on k-NN, four classifiers

based on k∗-NN, and the proposed INN classifier: (a) MCAR case of Example 5 and (b) MNAR case of Example 5. k-NN: k-nearest
neighbor; INN: integrative nearest neighbor; MCAR: missing completely at random; MNAR: missing not at random.

Figure 7. Box plots of the empirical misclassification error rates (multiplied by 100) of four classifiers based on k-NN, four classifiers

based on k∗-NN, and the proposed INN classifier: (a) MCAR case of Example 6 and (b) MNAR case of Example 6. k-NN: k-nearest
neighbor; INN: integrative nearest neighbor; MCAR: missing completely at random; MNAR: missing not at random.
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Next, we compare the classification performance of different classifiers in some complicated cases where
features are collected from three modalities. As we often have fewer complete samples when data are collected
from more modalities, integrative classifiers for block-missing multi-modality data without deleting or imputing
missing data are more needed here. In the following Examples 8 and 9, we assume that features from Modality 1
are always observed while features from the other two modalities can be missing. Therefore, we have M = 4 in these
two examples. We set p1 = p2 = p3 = 60. When we used the MCAR model, we set P(γi2 = 1) = P(γi3 = 1) = ρ.
When we used the MNAR model, we set P(γi2 = 1 ∣ xi, yi) = 1−Φ(a · (xi,A2 − c)T (xi,A2 − c)− b) and
P(γi3 = 1 ∣ xi, yi) = 1−Φ(a · (xi,A3 − c)T (xi,A3 − c)− b), where the sets A2 = {p1 + 1, p1 + 2, ..., p1 + p2} and
A3 = {p1 + p2 + 1, p1 + p2 + 2, ..., p1 + p2 + p3}. The other details about Examples 8 and 9 are shown as follows.

Example 8: All features of samples in Class 0 and Class 1 are generated independently from N (− 0.5, 32) and
N (0.5, 32), respectively. For the MCAR case, we set ρ = 0.4. For the MNAR case, we set a = 1, b = 490, and c = 0.
Example 9: Feature vectors of samples in Class 0 and Class 1 are generated from Multivariate Normal (μ1, σ

2Σ) and
Multivariate Normal (μ2, σ

2Σ), respectively, where μ1 = (− 0.3, . . . , − 0.3)T , μ2 = (0.3, . . . , 0.3)T and σ2 = 4.
The matrix Σ = A⊗ B, where A is a 3 × 3 matrix with the off-diagonal elements as 0.2 and the diagonal elements
as 1, and B is a compound symmetric matrix with off-diagonal elements as 0.5. For the MCAR case, we set
ρ = 0.4. For the MNAR case, we set a = 0.01, b = 6.9, and c = 0.

In the above two examples, we used 160 training samples. As we set ρ = 0.4 and the parameters in the MNAR case
accordingly, there were about 15% complete samples in each case. Similar to the previous examples, we used a validation
data set with 200 complete samples to choose all tuning parameters, and a test data set with 500 complete samples to cal-
culate the misclassification errors. The results of Examples 8 and 9 are shown in Figures 9 and 10, respectively. Similar to
the two modalities cases, INN also outperforms all competitors in both the MCAR and MNAR cases. For these two exam-
ples with three modalities, the average computation time of INN is about 17s. Overall, our proposed INN classifier is com-
putationally efficient.

Besides the above simulation studies, we have conducted some numerical studies to investigate the influence of the
dimensionality of the data set, the noise intensity and outliers. Those results are shown in Sections 1–3 in the
Supplemental Material. We also used the Wilcoxon signed-rank test to compare the misclassification errors of INN and
its competitors for all examples except Example 7 which contains multiple cases. The p-values are shown in Section 5
in the Supplemental Material. In most cases, the p-value is less than 0.001. These results indicate that INN performs sig-
nificantly better than all competitors.

Figure 8. The average empirical misclassification error rates (multiplied by 100) of different classifiers: (a) MCAR case of Example 7

and (b) MNAR case of Example 7. MCAR: missing completely at random; MNAR: missing not at random.
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5 Real data analysis
In this section, we compare the performance of INN and the competitors shown in Section 4 on the diagnosis of
Alzheimer’s disease (AD).

AD is a neurodegenerative disorder characterized by cognitive decline with loss of memory. As reported by Matthews
et al.,31 there were 5 millions Americans aged over 65 years suffering from AD and related dementias in 2014. By 2050, the
burden of AD could rise to 11 millions in the United States and 100 millions worldwide.32 Symptoms of AD typically begin
with Mild Cognitive Impairment (MCI) which is a transitional state between the cognitive decline of normal aging and the
more serious decline of AD. However, patients with MCI often do not automatically convert to AD. As shown in Misra
et al.,33 only approximately 10% to 15% patients with MCI will progress to AD while many MCI patients remain stable or
even revert to the normal cognition. Therefore, MCI patients can be further divided into two categories: progressive MCI
(pMCI) patients who will progress to AD and stable MCI (sMCI) patients who will not.

Despite all scientific efforts, there is no effective treatment for AD currently.34It is essential to develop sensitive bio-
markers and accurate classifiers for the early detection of AD and MCI so that timely treatments can be used to slow
down the progression of the disease. As one of famous AD studies, the Alzheimer’s Disease Neuroimaging Initiative
(ADNI) (http://adni.loni.usc.edu) is a longitudinal multicenter study designed to develop clinical, imaging, genetic, and
biochemical biomarkers for the early detection and tracking of AD. All data generated by the ADNI study investigators
are available in the ADNI data repository. As a real data example to demonstrate the effectiveness of our proposed
approach, in this study, we focused on the baseline data from ADNI1 which is the first phase of the ADNI study.
Features from three important modalities, including the structural MRI, fluorodeoxyglucose PET, and CerebroSpinal
Fluid (CSF), were used to build classifiers for the detection of AD, MCI, and pMCI.

As MRI and PET are medical imaging modalities, imaging pre-processing is needed to extract features from MRI and
PET images. Similar to the image analysis performed by Zhang and Shen,35 for MRI images, after some correction, spatial

Figure 9. Box plots of the empirical misclassification error rates (multiplied by 100) of four classifiers based on k-NN, four classifiers

based on k∗-NN, and the proposed INN classifier: (a) MCAR case of Example 8 and (b) MNAR case of Example 8. k-NN: k-nearest
neighbor; INN: integrative nearest neighbor; MCAR: missing completely at random; MNAR: missing not at random.

Figure 10. Box plots of the empirical misclassification error rates (multiplied by 100) of four classifiers based on k-NN, four classifiers

based on k∗-NN, and the proposed INN classifier: (a) MCAR case of Example 9 and (b) MNAR case of Example 9. k-NN: k-nearest
neighbor; INN: integrative nearest neighbor; MCAR: missing completely at random; MNAR: missing not at random.

Yu and Hou 13

http://adni.loni.usc.edu
http://adni.loni.usc.edu


segmentation, and registration steps, we obtained the subject lableled image based on the Jacob template36 with 93 manu-
ally labeled regions of interest (ROI). For each of the 93 ROIs, we computed the volume of the gray matter as a feature. For
each PET image, we first aligned the PET image to its corresponding MRI using affine registration. Then, we calculated the
average intensity of every ROI in the PET image as a feature. Therefore, we obtained one MRI feature and one PET feature
from each ROI. Note that three features from the CSF modality, including the amyloid β (Aβ42), CSF total tau (t-tau), and
tau hyperphosphorylated at threonine 181 (p-tau), were used in our study.

After the above data processing steps, we got 93 features from each MRI image, 93 features from each PET image, and
three features from each CSF sample. Although the ADNI team has been actively collecting MRI, PET, and CSF data from
each subject, unfortunately, not all subjects in the study have data from all three modalities. While all subjects have baseline
MRI data, only about half of them have PET data and another different half have CSF data. As shown in Thung et al.,37

PET and CSF modalities are missing due to several reasons such as the high cost of the PET scan and the unwillingness of
the patients to receive invasive tests for the collection of CSF samples through the lumber puncture. As we will have no
PET feature (and/or CSF feature) from a subject if the PET (and/or CSF) modality is missing, the ADNI data set used in our
study is a block-missing multi-modality data set. The sample size information about this data set is shown in Table 1. There
are 805 subjects in total, including 186 subjects with AD, 226 normal controls (NC), 226 subjects with sMCI, and 167
subjects with pMCI. These 805 subjects can be also divided into four groups according to four missing patterns. There
are 202 subjects in group 1 (MRI, PET, CSF) with complete features, 194 subjects in group 2 (MRI, PET) with MRI
and PET features only, 204 subjects in group 3 (MRI, CSF) with MRI and CSF features only, and 205 subjects in
group 4 (MRI) with MRI features only. Figure 11 shows the scatter plots of the first two principle components of the com-
plete data. We can observe that AD subjects are relatively easier to be distinguished from normal controls comparing with
MCI subjects, while pMCI and sMCI subjects are difficult to be distinguished.

In this study, we considered three binary classification problems (AD vs. NC, MCI vs. NC, and pMCI vs. sMCI) that are
of great interest. For each problem, we used both our proposed approach and the competitors to build classifiers. In each
analysis, the ADNI block-missing multi-modality data set is randomly divided into a training data set, a validation data set,
and a test data set 50 times. The training data set consists of 25% randomly selected complete samples along with all incom-
plete samples. The validation data set consists of another 25% randomly selected complete samples. Similar to the

Figure 11. The first two principle components (PC) of the complete data: (a) AD vs. NC; (b) MCI vs. NC; and (c) pMCI vs. sMCI.

Alzheimers disease: AD; NC: normal control; MCI: Mild Cognitive Impairment: pMCI: progressive Mild Cognitive Impairment; sMCI:

stable Mild Cognitive Impairment.

Table 1. Sample size information about the ADNI data set used in this study.

(MRI, PET, CSF) (MRI, PET) (MRI, CSF) (MRI) Total

Number of AD subjects 51 42 51 42 186

Number of normal controls 52 49 60 65 226

Number of sMCI subjects 56 70 50 50 226

Number of pMCI subjects 43 33 43 48 167

Total 202 194 204 205 805

ADNI: Alzheimers Disease Neuroimaging Initiative; MRI: magnetic resonance imaging; PET: positron emission tomography; CSF: cerebrospinal fluid;

Alzheimers disease: AD; pMCI: progressive Mild Cognitive Impairment; sMCI: stable Mild Cognitive Impairment.
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simulation study, this validation data set was used to choose all the tuning parameters. The test data set consists of the rest
50% complete samples.

The average misclassification errors of different classifiers for the AD versus NC, MCI versus NC, and pMCI versus
sMCI classifications are shown in Table 2. The results show that each classifier based on the k∗-NN performs better
than the corresponding classifier based on the k-NN for both the AD versus NC and MCI versus NC classifications.
However, for the pMCI versus sMCI classification, as the classification task becomes more difficult, classifiers based
on the k∗-NN and kNN perform similarly. Compared with the methods only using the complete data or the MRI data,
methods based on the missing data imputation have better performance in most cases. However, we can observe that
for the MCI versus NC classification, kNN-mean and k∗NN-mean perform worse than kNN-1 and k∗NN-1, resepectively.
This indicates that classification methods based on the missing data imputation may not be able to utilize the information in
the block-missing multi-modality training data set effectively.

As shown in Table 2, our proposed INN classifier outperforms all competitors from the easiest AD versus NC classi-
fication to the most difficult pMCI versus sMCI classification. For the AD versus NC classification and MCI versus NC
classification, comparing with the best competitor (k∗NN-RF in this example), INN improves the misclassification error by
13.77% and 4.69%, respectively. For the difficult pMCI versus sMCI classification, while the improvement of INN over
methods based on the missing data imputation is not significant, INN performs much better than methods only using the
complete data or the MRI data.

Similar to many weighted nearest neighbors classifiers, INN suffers from the curse of dimensionality. It is important to
reduce the data dimension first by applying dimension reduction techniques such as the principle component analysis
(PCA) if we plan to use INN for a relatively high-dimensional data set. For block-missing multi-modality data such as
the ADNI data set considered here, since we cannot calculate the principle components of incomplete samples, we
cannot apply PCA on the whole data set directly. Therefore, we attempted to reduce the dimensionality by applying
PCA on each modality separately. For each modality, we selected top principle components that cumulatively explained
70% variance and then repeated our analysis. The results are shown in Table 3. Our proposed INN classifier still has the
best performance. If we reduce the data dimension by PCA first, kNN-1 and k∗NN-1 that only use MRI data have signifi-
cantly improved performance on all three classification tasks. The k∗NN-RF method also performs slightly better.
However, all other classifiers perform worse on some classification tasks. Our proposed INN has a subtle improvement
in the classification of MCI versus NC while performs slightly worse on the other two classification tasks. As shown in
this real data analysis example, applying PCA on different modalities separately may not be an effective way to reduce
the dimension for block-missing multi-modality data. One possible reason is that we could not apply PCA on the
whole data set and thus had to ignore the correlation among different modalities to some extent. This raises an interesting
and important future work about the development of effective dimension reduction techniques for high-dimensional
block-missing multi-modality data.

Overall, this real data analysis example indicates that our proposed method could incorporate all available information
in the block-missing multi-modality training data effectively. It can serve as a promising tool for modern real classification
applications where features are often collected from multiple modalities and some modalities can be missing.

Table 2. Misclassification errors of different classifiers for the AD vs. NC, MCI vs. NC, and pMCI vs. sMCI classifications.

Methods AD vs. NC MCI vs. NC pMCI vs. sMCI

kNN-C 23.93 (1.07) 36.65 (0.91) 45.57 (0.78)

k∗NN-C 22.45 (1.22) 33.17 (0.70) 45.77 (0.95)

kNN-1 24.72 (0.92) 33.71 (0.80) 39.96 (0.67)

k∗NN-1 21.06 (0.69) 32.83 (0.69) 42.59 (0.75)

kNN-Mean 18.23 (0.77) 34.65 (0.70) 38.55 (0.90)

k∗NN-Mean 17.13 (0.75) 33.46 (0.58) 38.39 (0.83)

kNN-RF 16.49 (0.77) 31.12 (0.71) 37.96 (0.74)

k∗NN-RF 16.19 (0.84) 31.12 (0.62) 38.08 (0.85)

INN 13.96 (0.62) 29.66 (0.67) 37.33 (0.77)

AD: Alzheimers disease: NC: normal control; MCI: Mild Cognitive Impairment: pMCI: progressive Mild Cognitive Impairment; sMCI: stable Mild Cognitive

Impairment; INN: integrative nearest neighbor.

Note: The values in the parentheses are the standard errors.
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6 Concluding remarks
In this paper, we developed a new integrative nearest neighbor classifier for binary classification problems with a
block-missing multi-modality training data set without deleting or imputing any missing data. For each test data point,
the proposed INN classifier determines the weights on the class labels of complete and incomplete training samples adap-
tively by minimizing the worst-case upper bound on the estimation error of the regression function at the test data point
over a convex class of functions. The corresponding optimization problem is a convex minimization problem which can be
solved efficiently by an iteration algorithm. Comparing with methods that only use complete samples or modalities that are
available in each sample, our proposed INN classifier has better classification performance by harnessing all available
information within complete samples as well as incomplete samples. The advantage of INN has been demonstrated in
both the theoretical and numerical studies. The comparison between our method with methods that impute the missing
data also indicates the advantage of INN, even for the challenging case where some modalities are missing not at random.

One general shortcoming of classifiers based on nearest neighbors is the so-called “curse of dimensionality.” The per-
formance of these classifiers often deteriorates as the dimension of the considered problem increases. As INN depends on
the distances between the test data point and its nearest neighbors, INN also suffers from the “curse of dimensionality.”
When there are a lot of features collected from some modalities (e.g. various omics-data), it is important to apply
feature selection or dimension reduction techniques38–40 to reduce the dimension first. The development of effective
feature selection and dimension reduction techniques for high dimensional block-missing multi-modality data is an import-
ant future work.
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5 Appendix
In this section, we show all the proofs.

Proof of Proposition 1: According to Theorem 3.3 in Anava and Levy,21 Step 3 in INN halts after exactly kx0 iterations.
Therefore, kx0 = 1 if and only if λ1 ≥ α(2). As λ1 = α(1) + 1, we know that kx0 = 1 if and only if t0 ≥ β(2) − β(1). Similarly,
kx0 = k + 1 if and only if λk > α(k+1) and λk+1 ≤ α(k+2). As

λk = 1

k

∑k
i=1

α(i) +
����������������������������
k + (

∑k
i=1

α(i))
2 − k

∑k
i=1

α2(i)

√√√√⎛
⎝

⎞
⎠,

we can show that

λk ≤ α(k+1)

⇔ k2α2(k+1) − 2kα(k+1)

∑k
i=1

α(i) ≥ k − k
∑k
i=1

α2(i)

⇔ 1 ≤
∑k
i=1

(α(k+1) − α(i))
2

⇔ t0 ≤
��������������������∑k
i=1

(β(k+1) − β(i))
2

√√√√ .

Therefore, we have kx0 = k + 1 if and only if
����������������������∑k

i=1 (β(k+1) − β(i))
2

√
< t0 ≤

�����������������������∑k+1
i=1 (β(k+2) − β(i))

2
√

. If

t0 >
�����������������������∑n−1

i=1 (β(k+2) − β(i))
2

√
, we have λn−1 > α(n), and therefore, kx0 = n in this case.

Proof of Proposition 2: If k ≤ N (x0)/2, we have k − N (x0) ≤ −N (x0)/2, and

P(β(k) > ϵ ∣ x0, Γ)

≤ P(
∑M
m=1

∑nm
i=1

I {β[m]i ≤ϵ} ⩽ k ∣ x0, Γ)

= P(
∑M
m=1

∑nm
i=1

[I {‖x[m]i,Sm−x0,Sm‖2⩽(ϵ−τ∗m)/L∗}

− F [m]
x0

((ϵ− τ∗m)/L
∗)] ⩽ k − N (x0) ∣ x0, Γ)

≤ P(
∑M
m=1

∑nm
i=1

[F [m]
x0

((ϵ− τ∗m)/L)

− I {‖x[m]i,Sm−x0,Sm‖2⩽(ϵ−τ∗m)/L∗}
] ≥ N (x0)/2 ∣ x0, Γ).
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Since β[m]i ’s are conditionally independent, according to the Bernstein inequality, we have

P(
∑M
m=1

∑nm
i=1

[F [m]
x0

((ϵ− τ∗m)/L)

− I{‖x[m]i,Sm−x0,Sm‖2⩽(ϵ−τ∗m)/L∗}
] ≥ N (x0)/2 ∣ x0, Γ)

≤ e

−

N (x0)
2

4

2
∑M

m=1

∑nm

i=1
F
[m]
x0

(

ϵ− τ∗m
L∗

)(1−F
[m]
x0

(

ϵ− τ∗m
L∗

))+
N (x0)

3

≤ exp (
−N (x0)

2

4

2N (x0)+ N (x0)

3

) = exp (− 3N (x0)

28
)

≤ exp (− 3k/14).

Proof of Theorem 1: Let kx0 denote the number of nonzero elements in ω̂. Define
λkx0 = ‖ω̂‖2 +

∑M
m=1

∑nm
i=1 ω̂

[m]
i (τ̃m + L̃‖x[m]i,Sm

− x0,Sm‖2). According to Assumptions A1 and A2, we have

P(|η̂ x0( ) − η x0( )| ≥ t0λkx0 ∣ x0, {X
[m]
Sm

}Mm=1, Γ)

≤ 2 exp (− t20/2) =
δ

2
.

In addition, according to Step 3 in the INN classifier, we know that λkx0 ≤ α(kx0+1). Therefore, t0λkx0 ≤ t0α(kx0+1) = β(kx0+1),
and we have

P |η̂(x0)− η(x0)| ≥ β(kx0+1) ∣ x0, {X
[m]
Sm

}Mm=1, Γ
( )
≤ P |η̂(x0)− η(x0)| ≥ t0λkx0 ∣ x0, {X

[m]
Sm

}Mm=1, Γ
( )

≤ δ

2
.

For a given x0 ∈ Ωϵ, we have

P Φn(x0) ≠ Φ∗(x0) ∣ x0, Γ
( ) =

P η̂(x0) ⩾
1

2
, η(x0) <

1

2
∣ x0, Γ

( )

+ P η̂ x0( ) < 1

2
, η x0( ) ≥ 1

2
∣ x0, Γ

( )
.

Suppose that η(x0) ≥ 1/2+ ϵ, then we can show that

P Φn x0( ) ≠ Φ∗ x0( ) ∣ x0, Γ
( )

=P η̂ x0( ) < 1

2
∣ x0, Γ

( )

=P η̂ x0( ) < 1

2
, η̂ x0( ) − η x0( )∣∣ ∣∣ < β(kx0+1) ∣ x0, Γ

( )

+ P η̂ x0( ) < 1

2
, η̂ x0( ) − η x0( )∣∣ ∣∣ ≥ β(kx0+1) ∣ x0, Γ

( )

⩽P(β(kx0+1) > η(x0)− 1

2
∣ x0, Γ)+ δ

2
.
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Since we choose t0 =
������������
2 log (4/δ)

√
, according to Proposition 1 and Assumption A3, we know that for a positive integer

k0 ∈ [5 log (4/δ), N (x0)/2], we have

P(kx0 ≥ k0 ∣ x0, Γ)

= P(t20 >
∑k0−1

i=1

(β(k0) − β(i))
2 ∣ x0, Γ)

= P( exp (− 1

2

∑k0−1

i=1

(β(k0) − β(i))
2) >

δ

4
∣ x0, Γ)

≤ 4

δ
E( exp (− 1

2

∑k0−1

i=1

(β(k0) − β(i))
2) ∣ x0, Γ) ≤ δ

4
.

Therefore, we have

P Φn x0( ) ≠ Φ∗ x0( ) ∣ x0, Γ
( )
≤ P(β(kx0+1) > η(x0)− 1

2
∣ x0, Γ)+ δ

2

≤ P(β(k0) > η(x0)− 1

2
∣ x0, Γ)+ δ

4
+ δ

2

≤ P(β(k0) > ϵ ∣ x0, Γ)+ 3δ

4
.

In addition, according to Proposition 2, we have

P(β(k0) > ϵ ∣ x0, Γ) ≤ exp (− 3k0/14)

≤ exp (− 15

14
log (

4

δ
)) ≤ δ

4
.

Hence, we conclude that

P Φn x0( ) ≠ Φ∗ x0( ) ∣ x0, Γ
( ) ≤ δ,

and

P Φn x0( ) = Φ∗ x0( ) ∣ x0, Γ
( ) ≥ 1− δ.

Similarly, suppose that η(x0) ≤ 1/2− ϵ, then we can also show that

P Φn(x0) ≠ Φ∗(x0) ∣ x0, Γ
( ) = P η̂(x0) ⩾

1

2
∣ x0, Γ

( )

≤ P(β(kx0+1) >
1

2
− η(x0) ∣ x0, Γ)+ δ

2

≤ P(β(k0) > ϵ ∣ x0, Γ)+ P(kx0 ≥ k0 ∣ x0, Γ)+ δ

2
≤ δ,

and therefore

P Φn x0( ) = Φ∗ x0( ) ∣ x0, Γ
( ) ≥ 1− δ.
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Integrative nearest neighbor (INN) classifier
Input: a block-missing multi-modality training data set {(X[m]

Sm
, y[m])}Mm=1, a test data point x0 ∈ R p, values of the parameters L̃ and

τ̃m’s.

1. For each 1 ≤ m ≤ M and 1 ≤ i ≤ nm, calculate α[m]i = L̃‖x[m]i,Sm
− x0,Sm‖2 + τ̃m.

2. Sort α[1]1 , α[1]2 , , α[1]n1 , α
[2]
1 , , α[M]

nM in the ascending order. Let α(i)’s denote the ordered values.

3. Set λ0 = α(1) + 1 and k = 0. While λk > α(k+1) and k ≤ n− 1, calculate

k = k+ 1;

λk = 1

k

∑k
i=1

α(i) +

����������������������������
k+

∑k
i=1

α(i)

( )2

−k
∑k
i=1

α2(i)

√√√√
⎛
⎜⎝

⎞
⎟⎠.

4. For each 1 ≤ m ≤ M and 1 ≤ i ≤ nm, calculate the weight

ω̂[m]
i =

λk − α[m]i

( )
· I

α[m]i <λk
{ }

∑M
m=1

∑nm
i=1 λk − α[m]i

( )
· I

α[m]i <λk
{ } .

Calculate the estimate of η(x0)

η̂(x0) =
∑M
m=1

∑nm
i=1

ω̂[m]
i y[m]i .

Output: Φn(x0) = I {η̂(x0)≥1
2
}.
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